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Abstract—This paper investigates rate adaptation in 802.11  One observation is that a simulator may account for cross-
wireless networks, with a focus on algorithms currently available |ayer effects implicitly, by directly using the networkirsgack
in the Linux operating system. The algorithms are compared of the operating system. One prior attempt to bridge the gap

with a simple rate adaptation algorithm from the literature, and bet h simulat d deol d t .S
modifications are presented that increase the performance of tn PEWEEN research simufators and deployed Systems IS given

existing routines in the studied scenarios. In order to compare in [8]. The authors present the libratpmac which allows
simulated results with physical results, and to leverage the Linux experimenters to capture and inject frames using modified

software ecosystem, a new software simulator based on a virtual 802,11 device drivers. This system utilizes physical rada
802.11 device is presented. packet collection and transport. For simulation purposies,
would be advantageous to instead use virtual radios andimode
the medium.

In 802.11 wireless networks, data may be transmitted with Thus, this paper introduces a simulator based on a virtu-
any of a number of rates, from low-speed bitrates that asgized 802.11 device driver, using the Linivac80211 [9]
resilient under poor channel conditions, to high-speedsraiwireless stack. In addition to capturing cross-layer effethe
that require a high signal level to function. The processwsf aproposed simulator provides the ability to directly congar
tomatically selecting the rate that maximizes throughgiven experiments utilizing virtual devices with those from pioys
the current channel conditions, is knownrate adaptatior[1] devices. This simulator is then used in an investigatioraté r
and has been studied extensively. adaptation algorithms used in the Linux operating system.

The first published rate adaptation algorithm, Auto-Rate Section Il describes the assumptions made about the net-
Fallback (ARF), is an extremely simple state machine thalork and typical hardware devices. In section IV, the rate
predicts the rate based on the most recent successful ratgorithms are briefly described. Section V formulates the
SampleRate [2] is a popular algorithm that builds a stai$ti channel models used in simulation. In section VI, a new
model of rates based on frame success rate and compwged.11 simulator that utilizes the Linux wireless stack is
throughput. These two algorithms form the basis for othepsesented. In section VII, the rate algorithms are compared
examined later in the paper. both in the simulator and in real world experiments. Finally

Other algorithms attempt to predict the rate based on dirégtsection VIII, modifications to the Minstrel algorithm are
measurements of the signal level at either the transmitter groposed.
receiver [3], [4]. Unfortunately, these solutions oftemuie
changes to the MAC layer, or expensive low-bitrate broadcas Il. DIFFERENCES FROMPREVIOUS WORK
packets. In this paper, three rate adaptation algorithms are exainine

Recently, loss differentiation has emerged as a promisitjnstrel, PID, and AARF [10]. AARF has been presented and
improvement to frame-loss based algorithms, particularly reviewed in the literature, as has SampleRate [11], theepred
congested networks. As these also usually require changesdssor of Minstrel. Yet, the author is unaware of published
the 802.11 specifications [5], [6], or modifications to plegsi comparisons of Minstrel and PID, the two rate adaptation
hardware [7], uptake of these algorithms in deployed systemlgorithms presently available in the Linux kernel 2.6.32.
has been slow. Consequently, it is instructive to study theSimulations of rate adaptation algorithms have previously
algorithms currently in wide use in 802.11 LANS. been carried out in network simulators with the same or

Simulation of rate algorithms has typically been performegimilar channel models as those used in this work. The
using network simulators, such as ns2, originally deveddpe cross-layer accuracy of such simulations relies in somé par
wired networks. While these systems work well for comparingn the accuracy of models of other network layers. A new
different algorithms under controlled circumstances, lgirt simulator is introduced that models only the 802.11 device
nature it is difficult to compare experimental results witland wireless medium while using the existing infrastruetur
real-world trials. Moreover, simulations from the litaret for the remaining layers.
often fail to account for cross-layer effects that would &op  The virtual wireless device driverac80211_hwsi mex-
practical implementations, such as routing delays, and T@®ed prior to this project for testingfpc80211. In its more
timeouts. limited role as an API testing tool, the driver performedyonl

I. INTRODUCTION



TABLE |: 802.11a Rate Set Minstrel, based on [2], takes a probabilistic approach. Ten

[ Rate (Mbps)[ Modulation | Coding Rate[ Bits per OFDM symbol] percent of sent frames include a random probe rate as the first
6 BPSK 172 48 rate in the MRR chain. Success at each rate is recorded as
9 BPSK 3/4 48 packets are sent. Every 100 ms, the probabilities of success
12 QPSK 1/2 96 h h dated for all K sé th
18 QPSK 3/ 9 and compgtedt roughput are updated for all packets, asé the
24 16-QAM 1/2 192 are combined with previous results using an exponentially
36 16-QAM 3/4 192 weighted moving average. The MRR descriptor includes the
48 64-QAM 2/3 288 b h h tollowed by the b babili
54 64-QAM 34 288 two best throughputs followed by the best probability rate,

then followed by the lowest available rate. The MRR retry
counts are selected such that transmissions at a givenorate f

basic operations and did not attempt to simulate the wisel¢d! attempts should take no more than 6 ms, and the entire
medium. This kernel driver was rewritten to pass frames {fRNSmission takes less than 24 ms.

user programs to ease development of the channel simulatorP!D is based on the concept of the proportional-integral-
derivative feedback controller [13]. The algorithm adfusie

I11. NETWORK MODEL transmission rate to achieve a maximum of 14% transmission
%irlures. Every 125 ms, the controller recomputes the aera

For this paper, the 802.11a PHY is used as the basis . S ; ; X
. . number of failed transmissions with an exponentially wiggh
experimentation. The newest standard, 802.11n, has hecent . .
oving average. If a large amount of frame loss is detected,

been approved and provides 32 additional rates; howewer, m . . )
e controller can enter a sharpening mode, in which large

Linux rate adaptation API for 802.11n rates is still evotyin _ . .
o T adjustments to the rate can be made to more quickly approach
at this time. The 802.11a rate set (Table I) is still in use Be targeted success percentage

part of 802.11g, and provides a variety of speeds.
In addition, this paper is primarily interested in applioas
to small infrastructure networks. In ad-hoc and mesh system V. CHANNEL MODELS

both the range of the network and number of nodes is often h . ; ¢ i laorithnis. th
large. As a result, rates that work over long distances mayTO characterize performance of rate scaling algorithms, t

be preferred to high throughput, short range rates. Also, RfPer €xamines adaptability in both a slowly changing cann
large networks, hidden terminals are common, leading to tA8d @ channel undergoing small-scale fading. For the former
frequent use of low-bitrate RTS/CTS protection. channels are assumed to be additive white Gaussian noise

A trend in consumer-oriented 802.11 hardware is the il(f-AWG.N)’ for the latter a Rayleigh d_istribution is used. In all
creasing use of so-called soft-MAC designs: devices ctingis experiments, the following assumptions are made:
primarily of radios and small embedded CPUs where most of, git errors are independent
the 802.11 MAC Layer Management Entity (MLME) features | Errors between symbols are independent
are performed off-chip by the host computer. These designs a |, gor correction utilizes hard decision boundaries
low cost and have the advantage of being software-updateabl Gray-coding is used for QAM points
Such designs often omit explicit rate control featuresyingl
on the host to provide a rate or a set of candidate rates fomareality, bit errors have a bursty nature which cannot bk fu
frame. A typical design is the Atheros 5212, in which eactorrected by techniques such as bit interleaving. However,
frame is accompanied by a multi-rate retry (MRR) descriptagrror independence greatly simplifies bit error probapilit
The descriptor consists of four candidate ratasy», 3,74, computations and is a common assumption from the literature
along with a set of retry counts;, cz, c3, c4. The device will  Symbol error independence is provided by OFDM: due to
attempt to transmit a frame, times at rater;, thenc, times separation in the frequency spectrum, errors on one suécarr
atr, etc., until the retry counts are exhausted or until an ACKpically do not impact symbols on another. 802.11 devices

is received. The simulator assumes a similar design. employ soft detectors for error correction, which have been
shown to perform better than hard decision boundaries [14].
IV. RATE ALGORITHMS Hard detectors, however, represent a worst-case scenatio a

ARF [12] is among the earliest developed automatic ra@€ consequently useful for upper error bounds. Finallg, th
selection algorithms. In ARF, if packets are transmitted-su802.11a QAM constellations are in fact gray-coded for in-
cessfully a fixed number of times, then the rate is raised. qfeased resiliency in the decoder. This yields a usefuleppr
there is a frame loss immediately after a rate change, ormgtion for the bit error rate given the symbol error rate &q.
there are two consecutive failures, the rate is loweredpfida  As none of the rate control algorithms examined in this
Auto-Rate Fallback (AARF) [10] utilizes the basic resultpaper directly use channel characteristics for predicioac-
of ARF, but adds the notion of an exponentially increasinguracies in the channel model do not have a large effect on
threshold for raising the rate. This is intended to corretgsults.
the observed problem that the periodic failed transmissionThe theoretical symbol error rates for BPSK and M-QAM
attempts at higher rates led to decreased overall throaghpyincluding QPSK) can be computed as follows [15]:
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A computation of an upper bound for packet error probabikijg. 1: Theoretical performance of 802.11a rates, 1508-byt
ity when using binary convolutional codes for forward errofgmes

correction with hard decision boundaries is computed ak [16
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In this equationds,.. is the free distance of the convo- 8 :

lutional code, and:, is the total number of codewords with 6L i

Hamming distance! from the correct codeword. Botfiy, .. nl |
and the first 20 values ofi; have been precomputed for 3

different convolutional codes in [17F; is the probability of 2 : ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
. . . . 0O 005 01 015 02 025 03 035 04 045 05
any incorrect path with Hamming distandefrom the correct Time (s)
path, and is computed as [1]:
Fig. 2: Rayleigh fading withf. = 5.0 GHz,v=1 m/s
d

> <Z)pk(1 —p)** if dis odd
k=(d+1)/2 To assess performance in small-scale fading, a modified
Jakes model is used to simulate Rayleigh fading [19]. In this
Py(m) = L/ dY\ 4 d—d/2 model, the small-scale loss due to fading is computed as a sum
9 (d/z)P (1-p) + of sinusoids, each representing rays arriving from different
d d angles to a moving receiver.
> (k> P"(1 = p)=F if dis even. o [
k=d/2+1 Wn = — cos(an) @)
(6) SN Mo
Here, p is the bit error rate computed for the appropriate 7'(t) = <N0) > lcos(Bn) + dsin(Bn)]lcos(wnt + 0,)
modulation using eq. (1)-(3). n=1

Together, egs. (1-6) were implemented in Matlab to produce (8)
curves of throughput versus signal-to-noise ratio. Theltes N, is N/4, and the angles are,, = 2x(n — 0.5)/n and
(Fig. 1) are in agreement with those produced in [18]. Thegg = mn/Ny, with normally-distributed phasg,. This model
computed curves are used by the simulator to probabillgticawas implemented in Matlab, producing the waveform in Fig. 2.
drop packets according to a given SNR. Curves for packet
lengths of 1500 and 100 octets were generated, allowing VI. MAC80211 SMULATOR
higher success probabilities for short packets such asl802. A significant part of this exercise is the creation of a plat-
management frames. form for experimentation inside the Linux operating system



Simulator TABLE II: 802.11 OFDM PHY Parameters

- [ Parameter [ Value ]
read tx_status write User SIot tme €a10:) | O ps
T - T Kernel SIFS 16 ps
DIFS 2 Xtgor +SIFS =18+ 16 = 34 us
) . CWiin 15 X tgjor = 135 us
| wlan0 (virt) | | wlanl (virt) | CWna 1023 X ooy = 9207 s
mac80211_hwsim
th rxl
The number of OFDM symbols for a packet 6f bits at
Mac80211 bitrate b is computed as follows:
- Nppps(b) = 4b 9)
IP / Networki
T NSYM(L b) = [Lservice Lt Lpad—‘ (10)
’ N
Fig. 3: Mac80211 Simulator Architecture bBPS
_[16+L+6l (11)
Nppps

The 802.11 implementation in Linux is known EBc80211, Nppps is the number of data bits per OFDM symbol,

a software MAC layer used by soft-MAC wireless devices. L,.,.i.. is the length of the PLCP service header (16 bits), and
A diagram of the simulator architecture is given in figure 3L, is the length of padding (6 bits). The total frame trans-
The simulator consists of a user-space program and théssion time is the symbol transmission timegy(, = 4us)

mac80211_hwsi mkernel device driver. The driver maintainstimes the number of symbols, plus the time required to send

a gueue of packets that are to be sent on a given virtdbe PLCP preamblel(us) and the PLCP signal headeli4s):

device. When the simulation program opens a special control

device file, two virtual network devices are created, andea fil

descriptor is allocated for each device. Reading from omee fil tp(L,b) =16 +4 +tsym X Nsym(L,b) (12)

descrlp_tpr returns any frame that the virtual dev_lce haetuls The ACK transmission time includes the short interframe
and writing a frame to a file descriptor results in a succéssf

. i ) . ace plus the time to send a 14 octet packet:
reception of the frame by that virtual device. The S|mulato§|b P P

reports success or transmission failure of a given frame by
way of an ioctl system call; these results are fed back into to(b) = SIFS +t;((14)(8),b) (13)
the rate selection algorithms by mac80211. Any number of
wireless stations can be simulated by chaining devicesigtho  Thus, the full time to transmit a packet is the sum of
the present exercise only creates a pair of stations. transmission times for each attemptand the ACK at the
The user-space program simulates the wireless mediumfifial bitrate, if applicable:
reading frames from both descriptors and probabilistjcall
dropping frames as they are written to the other descriptor. t=ta(bn) + chi +15.(L,bi) + DIFS (14)
For a given frame, the simulator will: !
. L The backoff parametefw; is a uniform random variable
« Compute the probability of error-free transmission at the X .
. . ; on the interval[0, CW], where CW begins atCW,,;, and
given bitrate, packet length, and signal level. . . . L
; : ..exponentially increases for each retransmission untihieg
« Randomly discard the frame according to the probabilit . .
Winae- FOr repeatable results, the simulator instead uses the

from step 1. .
. . expectationE[cw;| = CW/2.
« Repeat steps 1-2 for each available bitrate and retry countWhen simulating real-time behavior (for example, to test

until the frame has been successfully sent, or all rem%?oss-layer TCP throughput), the simulator will delay for
have been exhausted.

. o a time of t us for each frame transmission. To validate
« Delay according to the total frame transmission time. _ . .
. . N tp|s model, average TCP throughput was measured using the
« Write the frame to the other virtual device in the case o o . .
L I perf utility: each rate was tested for 60 seconds, first with
successful transmission. . . . ;
L the simulator and then with a physical device. The results ar
« Output the effective instantaneous rate. . .
given in table Ill.
The total transmission time of a data frame in the 802.11 As exponential backoff has a large impact on the total trans-
distributed coordination function (DCF) is composed of thmission time, it is useful to consider not just the succdssfu
DCF interframe space (DIFS), a contention window backofate, but the time of failed retries. For that purpose, tlaipgy
cw, the frame transmission tintg, and the ACK transmission measures agffective instantaneous ratehich is simply the
time, t,. Values for the 802.11a OFDM PHY are given idength in bits of a frame divided by the complete transmissio

table 1l [20]. time.



TABLE Ill: TCP Throughput for 802.11 bitrates TABLE IV: Sample MRR descriptors

[ Rate (Mbps)[ Simulated TCP (Mbps) Measured TCP (Mbps] Entry AARF Minstrel

54 21.7 20.6 rate | count | rate [ count
48 18.8 19.6 1 24 1 24 8
36 16.4 16.9 2 18 1 18 3
24 13.9 13.0 3 12 1 24 8
18 11.4 10.4 4 6 11 6 3
12 8.4 7.99

9 6.68 6.39

6 4.77 4.07

will be queued at the new rate before the first frame at the new
rate has been transferred. The result is rate oscillatioenf
VII. ANALYSIS OF RATE ADAPTATION ALGORITHMS sort described in [10]. Between 16 and 20 dB, for example,
In order to evaluate rate adaptation algorithms, two virtu&ARF oscillated between the 36 Mbps and 48 Mbps rate, with
devices are created with the simulator and separated ifgg first attempt at 48 Mbps usually failing. o
distinct network namespaces. Theost apd access point In.F|g. 5, TCP throughput for the same experlmen.t is given.
software is attached to one virtual device, while the oth&S time progresses and SNR decreases, both Minstrel and
device associates with it. Theper f utility is used to generate AARF maintain good overall throughput. Modified-PID can
TCP traffic from the STA to the AP. only manage about 5 Mbps below 20 dB. An interesting arti-
As an initial experiment, each rate adaptation algorithm f&ct iS the presence of huge loss spikes around rate tramsiti
evaluated for basic fitness over a slowly degenerating AWGH(th Minstrel. Conversely, AARF is much more consistent. As
channel. The channel initially has an SNR of 30 dB for will be seen in the next experiment, differences in the MRR
warm-up period of five seconds, then decreases by .05 gBScriptor are a likely cause. L
every second. The effective instantaneous rates of allggam 10 Measure performance in small-scale fading situations,
are computed, including backoff penalties for retransioiss  €2ch algorithm was tested for one minute in a simulated
For comparison, an idealized rate controller which alway?@Y/€igh channel with a maximum Doppler shift of 16.6 Hz
picks the rate with highest throughput and zero retransariss &t -0 GHz (Fig. 6). Here, AARF outperforms both Minstrel
is also simulated (Fig. 4). and PID, managing 11.5 Mbps compared to Minstrel's 7.05
Minstrel proves most adept in this simple scenario, perforrMbpS and PID’s 7.28 Mbps. Fig. 7 illustrates the cause for the

ing close to the ideal and outperforming PID and AARF bgiscrepancy. At time = 6.83, both algorithms have selected
a large margin. Loss rate with PID was very high, causirg® 24 Mbit rate, and both experience a deep fade. However,

i perf to stall, and leading to eventual disassociation fromARF has many fewer retries in the MRR descriptor compared
the AP by theMac80211 connection watchdog. Investigation!® Minstrel (Table V). _ _
revealed several problems with this implementation: AARF succeeds on the second attempt at 18 Mbits, while
_ . Minstrel attempts 24 Mbits eight times in a row, and finally
« PID lacks MRR, so any attempt at sending at an inagy,cceeds at 18 Mbits. Including backoff, the retries takelye
propriate rate usually results in a packet drop after thgy s time during which AARF is able to send 20 additional
initial retries are exhausted , packets. At timet = 6.86, Minstrel unsuccessfully sends a
« Frame success is improperly accounted, leading 10 gpyhe for the 54 Mbps rate, and this is followed by excessive
under-estimated error rate retries for two more packets. While a single retry per rate
« Dueto asign error in fixed-point math, attempts to correglay pe too low for some realistic scenarios, this experiment
the error term are sometimes made in the wrong directioflsmonstrates the importance of backoff in determiningaiver
destabilizing the algorithm throughput.
As a result of these issues, the algorithm selects a mucleihigh In order to compare these results to performance with actual
rate than it should, resulting in many drops and very pooadios, each algorithm was tested witlper f at distances
or no throughput. These issues have been corrected in tti€0.5, 5, and 10 meters for one minute, for three trials at
algorithmModified-PID The modified algorithm still exhibits each distance. The transmitter is an Atheros AR2417 running
a high degree of variation in the rates chosen. Linux 2.6.32.3 with the ath5k driver, and the AP is an RaLink
AARF under-performs in the presence of packet loss. TheRF 2561 runninghost apd on Linux 2.6.30.5 with the rt61
were two reasons for this: first, any two consecutive packetiver. A single trial is representative of the others and is
losses results in a decrease in the rate. If these losses @otted in Fig. 8. In Fig. 9, mean and standard deviation of
coincidental but the overall probability of success on Hite is each rate algorithm is given for different distances.
still good, AARF will lower the rate prematurely. In a phyaic  In this test, no single algorithm has a large performance
system, such bursty errors are to be expected. Secondly, indwantage over the others. At 0.5 meters, the radio can
SoftMAC design, there is large latency between determonatitransmit successfully at 54 Mbps, so it is expected that &l w
of a rate and processing of the first frame that used thatlfateperform reasonably well. At five meters, some packets can be
a determination is made to raise the rate, then packetdglreperiodically sent at high bitrates, but loss is frequerdadiag
gueued will utilize the old rate, and some number of packets large-scale oscillations seen by all rate algorithmsteht
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meters, AARF slightly outperforms Minstrel, but varian®e iquite large in these measurements.
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TABLE V: Experimental TCP throughput with Minstrel. . . i
(Mbps) P ghp in Linux under different channel models. In the process,-defi

[Test [ Winstrel | Wiodified-Minstrel | ciencies \./v_ere.found in the existing rate adapf[a_tmn algpm
Simulated | 6.1524 9867 and modifications proposed. MAC layer collision avoidance
Physical 8.01 8.93 backoff was experimentally shown to play a key role in the

achievable network throughput.
Although simulated results proved difficult to replicate in
VIIl. PROPOSEDMODIFICATIONS real-world testing, it is felt that better testing conditsowould
The simulations show that Minstrel is a well-performindielp this problem. For example, running experiments in a
algorithm in general, producing results close to the ideal radio-controlled environment such as the ORBIT [8] testbed
good conditions. However, the large retransmission pgmalt Will likely be instructive. The ability to run experimentsho
802.11 reduces its potential throughput in instances ditgre both virtualized and non-virtualized hardware in ORBIT asd
loss. Consequently, a reduction in the number of retries gould prove useful in developing accurate wireless models.
likely to improve the overall throughput achieved by Mimstr ~ Potential avenues for future work include expanding the
The existing transmission time estimate takes into accougifnulator to support scriptable topologies from existifmg-s
backoff, but this value is reset for every MRR slot. Thus, thelators; developing and adding more complete channel mod-
following changes have been made to the algorithm: els; and making more aspects of the networking stack user-
l:\;iggntrollable. Rate adaptation continues to be heavilyistud
In, 802.11, particularly as 802.11n brings many new rates.
slot depends on that of the first. ith 802.11n, sampling algorithm_s_ like M_instrel_ will nee_d
tQt manage a much larger probability matrix, while ensuring

» The best throughput and best probability rate are r'%at robes and retransmissions do not overly reduce throu
repeated in the MRR slots if they are the same. Instea b y 9

. I put. Cross-layer validation of 802.11n-aware rate adeptat
the next best rate is used in this case. ; A . L .
. ) ) _algorithms will likely be important as existing algorithrase

These changes were implemented in Minstrel, resu'“%apted.
in Fig.10 (simulated) and Fig.11 (physical). In the phykica
experiment, throughput was tested witper f for 5 minutes REFERENCES
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